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ABSTRACT 

Support Vector Machines map training data to higher dimensional space, and then find the maximal marginal hyper-plane 

to separate the data. However, the training time for SVM to compute the maximal marginal hyper-plane is at least O(N2) 

with the data set size N, which makes it non-favorable for large data sets. This paper presents a study for enhancing the 

training time of SVM, specifically when dealing with large data sets, using hierarchical clustering analysis. We use the 

Dynamically Growing Self-Organizing Tree (DGSOT) algorithm for clustering because it has proved to overcome the 

drawbacks of traditional hierarchical clustering algorithms (e.g., hierarchical agglomerative clustering). Clustering analysis 

helps find the boundary points, which are the most qualified data points to train SVM, between two classes. We present a 

new approach of combination of SVM and DGSOT, which starts with an initial training set and expands it gradually using 

the clustering structure produced by the DGSOT algorithm. We propose variations of this approach by adding extra steps 

to disqualify unimportant data points. First, we exclude points based on measuring the distance between data points from 

different trees. Next, we exclude unimportant data points based on the heterogeneity of the clusters. We compare our 

approach with the Rocchio Bundling technique in terms of accuracy loss and training time gain using two benchmark real 

data sets. We show that our proposed variations contribute significantly in improving the training process of SVM with 

high generalization accuracy and outperform the Rocchio bundling technique. 

 

1. INTRODUCTION 

Support Vector Machines (SVM) technique is one of the most powerful classification techniques that was successfully 

applied to many real world problems [2, 3]. Support Vector Machines are based on the idea of mapping data points to a 

high dimensional feature space where a separating hyper-plane can be found. This mapping can be carried on by applying 

the kernel trick which implicitly transforms the input space into another high dimensional feature space. The hyper-plane 

is computed by maximizing the distance of the closest patterns, i.e., margin maximization, avoiding the problem of 
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overfitting. The separating hyper-plane, i.e., maximal margin, is found using a quadric programming routine which is 

computationally very expensive. Furthermore, this routine depends on the data set size, taking impractical time when 

dealing with huge data sets.  

Many applications, such as Data Mining and Bio-Informatics, require the processing of huge data sets. The training time 

of SVM is a serious obstacle for this kind of data sets. According to [4], it would take years to train SVM on a data set of 

size one million records. Many proposals have been submitted to enhance SVM to increase its training performance [8, 9], 

either by random selection or by approximation of the marginal classifier. However, they are still not feasible with large 

data sets where even multiple scans of entire data set are too expensive to perform, or they end up losing the benefits of 

using an SVM by over-simplification [4].  

 

This paper proposes a new approach for enhancing the training process of SVM when dealing with large data sets. It is 

based on the combination of SVM and clustering analysis. The idea is as follows: SVM computes the maximal margin 

separating data points; hence, only those patterns closest to the margin can affect the computations of that margin, while 

other points can be discarded without affecting the final result. Those points lying close to the margin are called support 

vectors (see Section 3 for more details). We try to approximate these points by applying clustering analysis.  

 

Traditionally, clustering algorithms can be classified into two main types [2], namely, hierarchical clustering and 

partitioning clustering. Partitioning, also called flat clustering, directly seeks a partition of the data which optimizes a 

predefined numerical measure. In partitioning clustering, the number of clusters is predefined, and determining the optimal 

number of clusters may involve more computational cost than clustering itself.  Furthermore, a priori knowledge may be 

necessary for initialization and the avoidance of local minima. Hierarchical clustering, on the other hand, does not require 

a predefined number of clusters or a priori knowledge. Hence, we favor hierarchical clustering over flat clustering. 

Hierarchical clustering employs a process of successively merging smaller clusters into larger ones (agglomerative, 

bottom-up), or successively splitting larger clusters (divisive, top-down). Agglomerative algorithms are more expensive 

than divisive algorithms and, since we need a clustering algorithm that grows top-down fashion and is computationally 

less expensive, we favor the use of divisive hierarchal clustering over agglomerative algorithms.  

In the course of our approaches, we do not use the original data set to train SVM; instead, we use the tree node references 

generated by the clustering algorithm. Since the size of the hierarchical tree is significantly less than the size of the original 

data set, the training process will be very fast. But this might cause a degradation of the accuracy of the resulting classifier. 
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However, the de-clustering process we apply would mitigate that by adding new training examples, which are the children 

of the support vectors. By applying training and de-clustering repeatedly, the training process becomes fast and the 

training set grows gradually to improve accuracy. From now on when we say de-clustering we mean that the expansion 

phase of the clustering algorithm is invoked. 

 

We propose three alternatives to train SVM based on the combination of the Dynamically Growing Self-Organizing Tree 

(DGSOT) algorithm and SVM: First, we generate a hierarchical clustering tree for each class up to a certain level. We use 

the nodes’ references in the upper levels of both trees to train SVM. After training, we compute the support vector 

references and the accuracy of the classifier. If the accuracy is not satisfied, we de-cluster those support vector references 

by adding their children to the training set. Second, we add one more search step to determine the support vectors by 

measuring the distance between nodes from both trees. This step will exclude distant nodes from both trees, based on a 

certain threshold. Third, we generate only a single hierarchical clustering tree and determine the most qualified nodes to 

train and de-cluster nodes based on the heterogeneity of nodes. Heterogeneous nodes are those nodes that have data points 

assigned to them from different classes.  

We have reported results here with three benchmark data sets. For example, we have tested our approaches with Rocchio 

bundling technique, recently proposed to classify documents by reducing the number of data points [15]. Note that both 

our approaches and the Rocchio bundling method reduce the number of data points before feedings those data points as 

support vectors to SVM for training. We have observed that our approaches outperform the Rocchio bundling technique in 

terms of accuracy and processing time. In addition, our approaches perform well with respect to the basic SVM in terms of 

processing time. 

 

The main contributions of this work are a follows: First, to reduce the training time of SVM, we propose a new support 

vector selection technique using clustering analysis. Second, we propose various support vector selection strategies based 

on combining the de-clustering (expansion of cluster) and SVM training phases. Finally, we compare our approaches with 

a newly proposed data reduction technique, Rocchio Bundling, on two real data sets and demonstrate impressive results.  

 

The organization of the rest of this paper is as follows. In Section 2, we briefly review a number of related works. In 

Section 3, we briefly review SVM. In Section 4 we briefly present the DGSOT algorithm. In Section 5 we present our 

approaches in enhancing the training process of SVM. In Section 6, we present our results. In Section 7, we summarize the 
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paper and outline future research directions. 

2. RELATED WORK 

Support Vector Machines (SVM) have proved a great success in many areas, such as protein classification and face 

recognition. However, the training time for SVM is at least O(N2) with the training data set size N, which makes it non-

favorable for large data sets. Many methods have been proposed to enhance SVM to increase its training performance [8, 

9], either by random selection or by approximation of the marginal classifier. However, they are still not feasible with 

large data sets where even multiple scans of the entire data set are too expensive to perform, or they end up losing the 

benefits of using an SVM by over-simplification [4]. 

 

Random sampling has been used to enhance the training of SVM. Sub-sampling speeds up a classifier by randomly 

removing training points. Balacazar et al. [16, 17, 18] have used random sampling successfully to train SVM in many 

applications in the data mining field. Shih et al. [15] have used sub-sampling in classification using Rocchio Algorithm 

along with other data reduction techniques. Sub-sampling surprisingly has led to an accurate classification in their 

experiments with several data sets. However, Yu et al. [4] showed that random sampling could hurt the training process of 

SVM, especially when the probability distribution of training and testing data were different.  

 

Yu et al. [4] have used the idea of clustering, using BIRCH [14], to fit a huge data set in the computer memory and train 

SVM on the tree’s nodes. The training process of SVM starts at the end of building the hierarchical tree causing expensive 

computations, especially when the data cannot fit in the computer memory or the data is not distributed uniformly. In that 

case, clustering parameters are tuned and the tree is reconstructed. The main objective of the clustering algorithm is to 

reduce the expensive disk access cost; on the other hand, our main focus is to approximate support vectors in advance. 

Furthermore, our use of clustering analysis goes in parallel with training SVM, i.e., we do not wait until the end of 

building the hierarchical tree in order to start training SVM. 

 

Bagging is another approach [13] in which the data set is partitioned into several partitions. Classifying each partition can 

be done rapidly because it is done over a relatively small data set. But testing becomes slower, since a test data point needs 

to be tested against all the classifiers. 

Recently, the Rocchio Bundling algorithm has been proposed for the same purpose (more details are given in Section 6.4 

and [15]). We show that our approaches outperform the Rocchio bundling algorithm.  



 5 

 

3. SUPPORT VECTOR MACHINES OVERVIEW  

Support Vector Machines (SVM) are learning systems that use a hypothesis space of linear functions in a high dimensional 

feature space, trained with a learning algorithm from optimization theory. This learning strategy, introduced by Vapnik 

and co-workers, is a very powerful method that in the few years since its introduction has already outperformed most other 

systems in a wide variety of applications. SVM is based on the idea of hyper-plane classifier, or linear separability.  

Suppose we have N training data points {(x1, y1), (x2, y2), (x3, y3) ... (xN, yN)}, where Rxi ∈ d and }1,1{ −+∈iy . 

We would like to find a linear separating hyper-plane classifier as in Equation 3.1. Furthermore, we want this hyper-plane 

to have the maximum separating margin with respect to the two classes. This problem can be formalized as in Equations 

3.2 and 3.3.  

 

This is a convex quadratic programming problem (in w , b) in a convex set. We can solve the Wolfe dual instead as in 

Equation 3.4 with respect toα , subject to the constraints that the gradient of ),,( αbwL with respect to the primal 

variables w  and b vanish and 0≥α . The primal variables are eliminated from ),,( αbwL  (see [11] for more details). 

When we solve iα we can get �=
N

i
iii xyw α and we can classify a new object x using Equation 3.5. Note that the training 

vectors ix occur only in the form of dot product; there is a Lagrangian multiplier iα  for each training point, which reflects 

the importance of the data point. When the maximal margin hyper-plane is found, only points that lie closest to the hyper-

plane will have 0>iα  and these points are called support vectors. All other points will have 0=iα  (see Figure 3.1). This 

means that the representation of the hypothesis/classifier is given only by those points that lie closest to the hyper-plane 

and they are the most important data points that serve as support vectors. Their values can also be used to give an 

independent bound on the reliability of the hypothesis/classifier [7]. Figure 3.1 shows two classes and their boundaries, 

i.e., margins. The support vectors are represented by solid objects while the empty objects are non-support vectors. Notice 
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that the margins are only affected by the support vectors, i.e., if we move the empty objects around such that they do not 

cross the margins, the margins will not change.  

           
Figure 3.1: The value of iα for    Figure 5.1: Hierarchical clustering with SVM  

support vectors and non-support vectors 
 

4. DYNAMICALLY GROWING SELF-GROWING TREE ALGORITHM (DGSOT) 

The DGSOT is a tree structure self-organizing neural network. It is designed to discover the correct hierarchical structure 

in an underlying data set. The DGSOT grows in two directions, namely, vertical and horizontal. In the direction of vertical 

growth, the DGSOT adds descendents. In the vertical growth of a node (x), only two children are added to the node. The 

need is to determine whether these two children, added to node x, are adequate to represent the proper hierarchical 

structure of that node. Thus, in horizontal growth, the DGSOT strives to determine the number of siblings of these two 

children needed to represent data associated with the node, x. Thus, the DGSOT chooses the right number of children (sub-

clusters) of each node at each hierarchical level during the tree construction process. During combined vertical and 

horizontal growth a learning process is invoked in which data will be distributed among newly created children of node x. 

Further, Luo et al. [12] proposed a K-level up Distribution (KLD) mechanism. The KLD mechanism helps the data 

incorrectly clustered in early hierarchical clustering stages to have a chance to be re-evaluated during the later hierarchical 

growing stages. Thus, the final cluster results will be more accurate (see [12] for more details).  

 

5. OUR APPROACH 

Our approach for enhancing the training process of SVM is to find those support vectors or approximate them in advance. 

We use the hierarchical structure produced by the DGSOT algorithm [12] to approximate support vectors. Then we train 

SVM on a small training set, which is the clusters’ references of trees top levels, hence the training process is very fast. 

After computing the margin, we can determine whether a node is a support vector node or not (see Section 3 for details). 

Support vector nodes are de-clustered by adding their children nodes to the training set. We repeat this process until a 
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stopping criterion holds true. Therefore, clustering and SVM are mingled with each other. There are several ways we can 

set the stopping criteria. For example, we can stop at a certain level of the tree, or upon reaching a certain number of 

nodes/support vectors, or when a certain accuracy level is attained. For accuracy level, we can stop the algorithm if the 

generalization accuracy over a validation set exceeds a specific value (say 98%). For this accuracy estimation, support 

vectors will be tested with the existing training set based on proximity. Of-course, if the training data set is too large, 

sampling will be done from the training data set. In our implementation, we adopt the second strategy (i.e., a certain 

number of support vectors) so that we can compare it with the Rocchio Bundling algorithm which reduces the data set into 

a specific size. In the following subsections, we present our approaches for support vectors approximation. 

 

5.1 TWO CLUSTERING TREES BASED ON SVM (TCT_SVM) 

In this approach, we repeatedly train and de-cluster nodes until we reach a stopping criterion. Figure 5.1 outlines the steps 

of this approach for enhancing the training process of SVM. First, we process the data set using the DGSOT algorithm to 

create hierarchical trees for each class up to a certain level to minimize the clustering time. Second, we start from the 

upper level in the hierarchical tree and use the upper level nodes to train SVM. The choice of what level to start with 

depends on the number of nodes in that level. Basically, we want to start with a reasonable number of nodes. Third, after 

each training process, we de-cluster those important nodes, i.e., support vector nodes, by including their children in the 

training data set. Support Vector nodes can be distinguished by their iα  values (see Section 3 for details). Notice that the 

number of nodes is relatively small in the top levels of the tree making the training process very fast. Also, based on a 

stopping criterion, we can decide whether to stop the algorithm or continue before completely building (or expanding) the 

hierarchical trees.  

 

One subtlety of this approach is that clustering might take long time to finish, which overcomes any benefit of improving 

SVM. Our strategy here is that we do not wait unit DGOST finishes. Instead, after each epoch/iteration of the DGSOT 

algorithm which takes a small amount of time, we train the SVM on the generated nodes. After each training process, we 

can control the growth of the hierarchical tree from top to bottom because non-support vector nodes will be stopped from 

growing, and only support vector nodes will be allowed to grow. We have updated the DGSOT algorithm to accommodate 

that. Figure 5.2 shows the growth of one of the hierarchical trees during this approach. The bold nodes represent the 

support vector nodes. Notice that nodes 1, 2, 3, 5, 6, and 9 were allowed to expand because they are support vector nodes. 

Meanwhile, we stopped nodes 4, 8, 7, and 10 from growing because they are not support vector nodes. The de-cluster step 
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is very important to increase the number of points in the data set to obtain a more accurate classifier. De-clustering means 

we are no longer representing data points by their cluster reference; instead, we are considering all the children references 

of that cluster. Figure 5.3 shows an illustrative example of de-clustering. We start training from level 2, in which we have 

the training set (+3,+4,+5,+6+7,-3,-4,-5,-6,-7). The dashed nodes represent the clusters’ references which are not support 

vectors. The bold nodes represent the non support vector references. Hence, node +4 and +7 will be replaced with nodes 

(+11, +12) and (+14, +15, +16), respectively, in the data set. The same applies to node -5 and -7 which will be replaced 

with (-10, -11) and (-12, -13, -14), respectively. The new data set now is (+3,+11,+12,+5,+6,+14,+15,+16,-3,-4,-10,-11,-6,-

12,-13,-14).  Figure 5.4 shows the layout of those clusters around the boundaries, and Figure 5.5 shows the effect of de-

clustering on the classifiers. Note that when we de-cluster nodes 4, 7,-5, and -7, the old classifier, black lines, is corrected 

and the new classifier, dashed lines, is more accurate now than the old one. By doing so, the classifier is adjusted 

accordingly creating a more accurate classifier. 

   
Figure 5.2 Controlling the DGSOT growth  Figure 5.3: Hierarchical clustering. 

          
Figure 5.4: The layout of clusters of    Figure 5.5: The change in the boundaries 
Figure 5.3 around the boundaries.   as a result of de-clustering 

 

5.2 TWO CLUSTERING TREES WITH EXTRA DISTANCE MEASURE SVM  (TCTD-SVM)  

The TCTD-DVM approach is a variation of the TCT-SVM. We add an extra step before de-clustering. Specifically, we 

measure the distance between nodes in the training set. Since the distance between nodes lying in the boundary area is the 

least, we can exclude those nodes having distance more than the average distance. For example, Figure 5.6 shows two 

hierarchical trees representing two classes. After training, we determine that nodes ( +1, +2, +3, -1, -2, -3) are support 
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vector nodes. We measure the Euclidean distance between two nodes, one is a positive node and the other is a negative 

node in the training set. For example, we measure the distance between [+1, -2], [+1,-2], [+1,-3], [+2,-1], [+2, -2], [+2, -

3],…. Ultimately, we will find that nodes +2, +1, +3, -1, and -2 are the closest to each other; furthermore nodes +2 and -3 

are distant from every other node in the other tree. Hence, we remove nodes +2 and -3 from the training set or, at least, we 

do not de-cluster them because they will not make any contribution to the margin computation. Since the distance varies 

even between support vectors, we can choose those nodes (one from the positive tree and one from the negative tree) with 

distance less than the average distance between nodes from both trees.  

 

5.3 ONE CLUSTERING TREE BASED SVM (OCT-SVM) 

In the OCT-SVM approach, we choose the most qualified nodes in a hierarchical tree to train SVM based on a single tree 

for the whole data set. Specifically, we study the relationship between the data points in each cluster to find out whether 

that cluster is a support vector cluster or not. The idea behind this approach is that when we cluster the data set, positive 

and negative data points together, and generate the hierarchical tree for it, some of the clusters will have negative and/or 

positive data points assigned to them. We are interested in those clusters having data points from different classes, because 

those clusters most probably lie in the marginal area between the two classes. But, how can we determine whether a 

heterogeneous node is positive or negative? We need this because training examples bear classes. Here, we simply use a 

majority voting mechanism to determine the class of the node. Specifically, if the number of positive data points of a node 

is greater than the number of negative data points of that node, the node will be declared to be a positive class. We break 

the tie arbitrarily.  

This approach differs from the previous two as follows. First, we do not construct two hierarchical trees, instead we 

construct only one. Second, we always start from the top level of the tree, and repeatedly train and de-cluster support 

vector nodes. Since the top levels of the tree span more area in the space, most probably we find that they are 

heterogeneous. After we find those heterogeneous nodes in an initial level, we de-cluster those nodes. Furthermore, we 

only include those heterogeneous children in the training set and discard the rest. Figure 5.7 shows one hierarchical 

clustering tree spanning the data set. The clusters depicted in big circles are the nodes of one of the top levels, say l level 

of the tree. Notice that clusters lying in the margin area are heterogeneous, e.g. clusters A, B, and D.  Meanwhile, clusters 

lying far from the margin area are homogeneous, e.g., clusters E and C. In OCT-SVM, we discard clusters C and E 

because they are not heterogeneous. Meanwhile, we train SVM on clusters A, B, and D. Furthermore, when we de-cluster 
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a node we do not include all its children. For example, suppose that cluster A is a support vector node; then we just include 

the heterogeneous sub-clusters 1, and 2, and discard the rest.  

   
Figure 5.6: Support vectors from both   Figure 5.7: heterogeneous clusters in the 

trees are closest.     hierarchical tree 
 

6 EXPERIMENTAL RESULTS 

We would like to quantify the relationships between speed and accuracy for our reduction techniques, TCT-SVM, TCTD-

SVM, OCT-SVM, and Incremental SVM, with Rocchio Bundling (see Section 6.4 for more details) and random selection 

techniques. Our implementation of SVM is based on the Kernel-Adatron [19] algorithm using polynomial kernel function.  

 

6.1 EXPERIMENTAL DATA SETS 

We have evaluated the performance of our different approaches on several standard classification data sets as well as on 

synthetic data sets. The first data set is the Yeast data set created by The Institute of Molecular and Cellular Biology, 

Osaka University [20]. The Yeast data set contains 1484 data points representing protein localization sites. Each data point 

has 9 features. There are 9 different classes in this data set (see [20] for details). The second data set is the Optical 

Recognition of Handwritten data which set has 3823 data points; each data point has 64 features. Data points belong to 9 

classes in this data set. The data set was extracted from normalized bitmaps of handwritten digits from a preprinted form 

from a total of 43 people, 30 individuals contributed to the training set and another 13 individuals contributed to the test 

set (See [20] for more details). The third data set is the waveform data set generated by Wadsworth International Group. 

The waveform data set has 5000 waves; each belongs to one of three classes. There are 40 attributes, all of which include 

noise (see [20] for more details). 

 

6.2 BENCHMARK SETTING AND RESULTS 

We use the three data sets mentioned in Section 6.1 to train SVM without any reduction techniques. However, we divide 

the training set into two separate sets, namely, training set (40%) and testing set (60%). We train SVM on the training set 

and calculate the error rate for both the testing and training. In order to be as fair as possible, we ran SVM 10 times, each 
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time using different training and testing sets, then we calculated the average time and accuracy across all the 10 runs. We 

consider the results of Table 6.1 as the benchmark to measure the performance of our different approaches. Table 6.1 

shows the average training time and average training errors we obtained from training SVM without any reduction 

techniques. We achieved very good accuracy results for the opt. digits and Yeast data sets, 98% and 86% respectively. We 

achieved 78% accuracy on the waveform data set. The testing accuracy is calculated over the 60% testing set that we 

remove (60% for testing, 40% for training).  

Table 6.1 training results of SVM  
without reduction techniques 

 

For the next experiments and to measure the performance based on our benchmark results, we use the following 

definitions: We define the error rate (ER) of the data set X as in Equation 6.1 and 6.2, where N is the number of data 

points in the set and Xxi ∈ and ER is the number of mistakes the classifier makes divided by the size of the testing set.  

   

We consider the testing set in calculating the testing error rate while in computing the training error rate we consider the 

training set. However, we only consider the testing error rate to compute the performance gain of a specific reduction 

technique. We define the performance gain (PG) as in Equation 6.3, where CP  is the training time of SVM using reduction 

technique and NP is the training time of SVM without using any reduction technique. Positive PG for a reduction 

technique T means that there is an improvement/decrease in the training time and negative PG means the opposite. We 

also define the accuracy A and Generalization Loss, GL, as in Equation 6.5, where ER is the testing error rate, A is the 
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generalization accuracy, CA  is the generalization accuracy of SVM using reduction technique, and NA is the accuracy of 

SVM without using any reduction technique. GL is the amount of generalization accuracy gained of using a given 

reduction technique with SVM. Negative GL for a reduction technique T means that there is a degrading of the 

generalization accuracy while positive GL indicates an increase in the accuracy.   

For the sake of consistency and to be as fair as possible, we only report the results for training sets of size 4%, 12%, and 

20% of the size of each data set. In the case of our techniques, we let the hierarchical trees grow, then we train SVM when 

the size is approximately 4%, 12%, and 12%. For Rocchio Bundling algorithm we reduce the data set using the Rocchio 

Bundling algorithm to these percentages. We compare our results with the Rocchio Bundling technique and the sample 

selection technique. We use our own implementation of the Rocchio Bundling technique [15] for data reduction. The 

Rocchio bundling technique tries to maintain user-chosen statistics of the data (see [15] for more details). Since the 

Rocchio Bundling algorithm uses the Rocchio Classification algorithm, before discussing how the Rocchio bundling 

algorithm works, we present the idea of the Rocchio classification algorithm. 

 

6.3 ROCCHIO CLASSIFICATION ALGORITHM 

The Rocchio classification algorithm is used in the Rocchio Bundling Reduction technique. For completeness, we briefly 

review this algorithm in this section.  

Consider a binary classification problem. Simply put, Rocchio selects a decision boundary (plane) that is perpendicular to 

a vector connecting two class centroids. Let },...,{ 111 nxx  and },...,{ 221 mxx be sets of training data for positive and 

negative classes, respectively. Let �=
i

ix
n

c 11
1  and �=

i
ix

m
c 22

1  be the centroids for the positive and negative classes, 

respectively. Then we define the Rocchio score of an example x as in Equation 6.6. One selects a threshold value, b, which 

may be used to make the decision boundary closer to the positive or negative class centroid. Then an example is labeled 

according to the sign of the score minus the threshold value as in Equation 6.7. Figure 6.1 explains the idea of the Rocchio 

Classification boundary in the binary classification case. Positive and negative points are presented in oval and square 

shapes respectively. The Points C1 and C2 represent the centroids of positive and negative classes, respectively. The bold 

line is the Rocchio classifier, and it is clearly the perpendicular line to the line connecting the two class centroids. The 

Rocchio score represents the distance of a point from the classifier (bold line), for example, Point p1 has Rocchio score 

equals to the distance represented by the line connecting it to the Rocchio classifier (bold line). 
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6.4 ROCCHIO BUNDLING TECHNIQUE 

The Rocchio Bundling algorithm is a data reduction technique. Like every reduction techniques, the Rocchio Bundling 

retains some information and remove others. Bundling preserves a set of k user-chosen statistics, ),...( 1 ksss = , where 

is is a function that maps a set of data to a single value. In this implementation, the mean statistic is only used because it 

has proved to have good performance for Rocchio and Multinomial Naïve Bayes classification.  

Table 6.2 Rocchio Bundling Algor ithm 

 
 

 
Figure 6.1: Rocchio Classifier  

 
Rocchio Bundling works as follows: We assume that there is a set of training examples for each class. Bundling is applied 

separately to each class, so we will only discuss what needs to be done for a single class. We select a statistic to preserve 

and in our experiments we choose the mean statistic for each feature to preserve. Then we partition the full data set D into 

m equal-sized partitions P1,…,Pm. Each partition becomes a single data point in the bundled data set },...,{ ©©
1

©
mDDD = . 

Each element ©
iD is a vector of the mean statistics of the data in partition Pi. We calculate the elements of ©

iD as in 
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Equations 6.8 and 6.9, where ijd is the value of the feature j of data point i. We then feed 'D to a classifier of our 

choosing. Rocchio bundling projects points onto a vector and then partitions points that are near one another in the 

projected space. For binary classification, that vector is the one that connects the class centroids. Let 
→
c  be the centroid of 

one class and 
→

'c  be the other centroid. Let di be the data point. The Rocchio score is the projection of di on to
→→

− 'cc as in 

Equation 6.10. By sorting data points by their score, the algorithm concentrates the data set into bundles, chooses the first 

K data set; thus we reduce the original data set into a smaller data set (=K) that will be used for SVM training.  

Table 6.2 present the pseudo code of the Rocchio Bundling algorithm. Step 1 and 2 are the initialization steps for the size 

of the data set (n), and size of each partition (m). In step 3, the algorithm computes the mean of each feature as defined in 

Equation 6.9. For example, s1 is the mean of the first feature (first value in the vector representing the data points) of all 

data points. In step 4, the Rocchio scores for each data point are computed as in Equation 6.8. The Rocchio score reflects 

the distance of each point from the Rocchio decision boundary created as described in Section 6.2. After computing the 

Rocchio score for each data point in the class, step 5 sort the data points according to their scores. This means that points 

with close distance to the Rocchio decision boundary will be placed close to each others in the list. Step 6 partitions this 

sorted list to n/m partitions. Step 6 also computes the mean of each partition as a representative of that partition. Finally, in 

step 7, the reduced data set will be the list of all representatives of all partitions.  

 

6.5 ROCCHIO BUNDLING RESULTS 

As we mentioned before, we reduced the data sets to 4%, 12%, and 20% of the original data sets sizes. We report the time 

consumed in reducing the data sets, and we also add this time to the training time of SVM when computing the 

performance gain (PG). Table 6.3 shows the results of testing the Rocchio bundling technique on the three data sets. The 

columns for each part represents the 4%, 12%, and 20% reduced data sets, respectively. Rows represent the training set 

size, testing set size, reduction time, SVM training time, SVM testing time, performance gain (PG), and generalization loss 

(GL). The computation of PG and GL is computed using Equations 6.3 and 6.5. 

As expected, the performance gain is very good because the training set size is small. However, the generalization loss is 

high, i.e., accuracy is lost as a result of reducing the training set size. For example, the average accuracy loss over all the 

training set sizes for the yeast, waveform, and opt. digit data sets are 40%, 17%, and 30%, respectively.  

The Rocchio Bundling algorithm condenses the data points close to the Rocchio classifier and represents them by their 

centroid; hence, data points closer to the margin will be represented by only a few data points. However, the SVM 



 15 

technique depends on the quality of the data points, i.e., those are closer to the margin, and not on the quantity. Because 

the Rocchio Bundling reduces the number of points closer to the margins, training SVM on the reduced data set did not 

work well. 

Table 6.3 Rocchio Bundling Results 

 

Table 6.4 Random Selection Results 

 

 

6.6 RANDOM SELECTION RESULTS 

Random selection has been used in many applications to reduce the data set size. In this section, we reduced the three data 

sets to 4%, 12%, and 20%. In order to achieve better results, we did not select for example 4% from the overall data set. 

Instead, we randomly selected 4% from the positive data points and 4% from the negative data points. Random selection 

proves to be a success here. As we can see in Table 6.4, the performance gain (PG) is very high as expected and it is 

somewhat close to the PG achieved in Rocchio Bundling. For example, the average PG for yeast, opt. digits, and 

waveform data sets are 83%, 83%, and 89%, respectively. Interestingly enough, the accuracy loss is very low. For all data 
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sets, the reduction of data sets achieved a loss of less than 8%. The largest loss was for the yeast data set using 12% 

reduction percentage (AL is -8%). Also, in some cases the accuracy has increased. For example, Part C shows that using 

sample selection has increased the accuracy for the waveform data set, namely, 2%, 6%, and 2% accuracy gain for 4%, 

12%, and 20% reduced data set, respectively. The reason that random selection works well here might be because on the 

one hand we include the whole data set for testing, hence the training data used for training will add to the accuracy. On 

the other hand, we selected a specific percentage of the positive data sets and the same percentage from the negative data 

set. This might contribute to having a training set spread over the whole space of the original data set. In contrast, we did 

not do that during our benchmark results, i.e., we choose 40% of the whole data set (positive and negative) for training and 

the remaining for testing, not 40% from the positive data points and 40% from the negative data points. 

However, Yu et al. [4] showed that random sampling could hurt the training process of SVM, especially when the 

probability distribution of training and testing data were different. 

 
5.7 CLSUTERING ANALYSIS TECHNIQUES 

In this section, we present the setting and the results we obtain for our three techniques, namely, TCT-SVM, TCTD-SVM, 

and OTC-SVM. 

Table 6.5 TCT-SVM technique results on 3 data sets 

 

One critical issue is that many researchers avoid using clustering analysis in improving SVM because of the time 

consumed by the process of clustering itself. In our case, we include SVM training within the process of clustering, such 

that when we reach a specific tree size (for clustering) or specific accuracy (for SVM), we could stop. The DGSOT 

algorithm constructs a tree and grows it horizontally and vertically during phases called epochs. We use the nodes 

generated for each epoch during clustering to train SVM. Specifically, after each epoch during clustering, we use the nodes 
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of the tree as a training set for SVM, we use the original data set for testing, and we report the accuracy loss and 

performance gain (adding to the performance gain the clustering time for that epoch). Further, after each time we train 

SVM, we stop the expansion of those nodes that are not support vectors, while allowing the support vector nodes to 

expand. In doing so, we restrict the DGSOT from growing its hierarchical tree. In the following subsection we present the 

results of our techniques. We present the results for TCT-SVM, TCTD-SVM, and OTC-SVM in Subsections 6.7.1, 6.7.2, 

and 6.7.3 respectively. 

 

6.7.1 TCT-SVM RESULTS 

The TCT-SVM trains SVM on the nodes of the tree after each epoch. In order to compare our results with other 

techniques, we only report results when the size of the tree is 4%, 12%, and 20% of the original data set sizes. Table 6.5 

shows the results for the three data sets. As we can see, the performance gain is pretty high as expected. The average 

performance gains over all percentages are: 92%, 97%, and 71% for the yeast, waveform, and opt. digits respectively. 

Interestingly enough, the accuracy loss is very low and some times in case of yeast data set we actually improved the 

accuracy. For example, in case of opt. digits data set, we only lost 1% accuracy when training on 4% training set size, 

while the accuracy stayed intact when training SVM using 12% and 20% training set sizes. In case of waveform data set, 

we lost atmost 8% of the accuracy, which is acceptable. 

Table 6.6 TCTD-SVM Results for 3 data sets. 

 
 
6.7.2 TCTD-SVM RESULTS 

The TCTD-SVM approach is an extension of the TCT-SVM. After each epoch of the DGSOT algorithm, we optimize the 

nodes of the hierarchical tree by choosing those positive nodes closest to the negative nodes, and those negative nodes 

closest to the positive nodes. Because of this restriction the hierarchical tree could not grow enough to have many nodes, 
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and sometimes we could not obtain results for 12% and 20% sizes. Table 6.6 shows the results using the TCTD-SVM 

approach. As mentioned before, some of the hierarchical trees did not grow enough during clustering because of the extra 

step of distance measurement. The N/A in the Table 6.4 refers to the fact that the tree could not grow to have specific 

portion of the original data set size. Overall, the results are very promising. For example, as expected the performance gain 

is very high, the least performance gain is 92%, which is quite good. On the other hand, the accuracy loss (AL) is very 

similar to the loss in CTC-SVM results. This is because, obviously, this approach is an extension of the CTC-SVM 

approach. The extra step of distance measurement has benefited the training of SVM  

Table 6.7: OTC-SVM Results on 3 data sets. 

 
 
6.7.3 OTC-SVM RESULTS 

The OTC-SVM uses only one tree for both negative and positive data points, and bases the support vectors using the 

heterogeneity idea, i.e., if the cluster has positive and negative data points assigned to it, then it is heterogeneous and 

might be a good candidate to be a support vector. 

As mentioned before, the algorithm starts by training SVM on the heterogeneous nodes. Further, we stop the expansion of 

the non-heterogeneous nodes because expanding them may not improve the quality of the training set for SVM. As a 

result, the hierarchical trees sometimes did not grow enough to have 12% or 20% of the original data set size.  

Table 6.7 shows the results of applying OTC-SVM on our three data sets. The N/A notation refers to the fact that there 

were no enough nodes to cover that portion for training SVM.  

As expected, the performance gains (PG) are fairly good (notice that we added the DGOST clustering time for that epoch 

to the training time of SVM). The worse gain was reported for the yeast data set using 20% of the original size. But, in 

general, the performance gain (PG) is less than other approaches mainly because of the clustering time consumed for 
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checking and setting heterogeneity. For example, after the assignment of all data points during each epoch, we had to go 

over every node in the tree and compute its heterogeneity. Furthermore, we had to compute whether each node belongs to 

the negative or positive class using majority vote. 

The accuracy loss (AL), however, is also reasonably good. For example, in the waveform data set, AL is -5%. On the other 

hand, in the yeast data set the AL is very high: -48%, -31%, -17% for 20%, 12%, and 4%, respectively. Accuracy loss 

reported for opt. digits is also high -24%. 

The general conclusion of this approach is that heterogeneity and majority vote techniques are not quite affective to 

approximate support vector machines. Furthermore, they might add extra overhead to compute them. 

 

7 CONCLUSION AND FUTURE WORK 

In this paper, we applied reduction techniques using clustering analysis to approximate support vectors in order to speed 

up the training process of SVM. The TCT-SVM approach proves to outperform all other techniques in terms of accuracy, 

but it takes more time. However, the TCTD-SVM did not work well compared to the TCT-SVM because we discarded 

some of the points that might be important in the general distribution of the original data set. In the case of Rocchio 

Bundling, the partitions produced were not good representatives as support vectors of the whole data set; hence, it gave 

fair accurate results. Therefore, we observe that our approaches outperform the Rocchio bundling algorithm. Except for 

TCT-SVM technique, we observe error rates are high at the beginning of the training process because the size of training 

set is very small. As the training sets get bigger, during de-clustering, the error rates go down. However, the error rates 

settle on specific level even if the training set size increase. 

There are several issues that can be further investigated in separate research directions. First, an incremental adaptation of 

the SVM can be proposed to handle incremental sources of data. Second, the choice of kernel function in mapping data 

points to feature space can be further investigated to be used in both clustering analysis and SVM. Finally, other 

techniques, such as Randomized algorithms, can be used in approximating support vectors. 
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