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Using middleware to bridge the gap between applications and low-level constructs is a novel approach to resolving many wireless sensor network issues and enhancing application development. This survey discusses representative WSN middleware, presenting the state of the research.

The emerging field of tiny, networked sensors offers an unprecedented opportunity for a wide spectrum of various applications. These tiny sensor nodes are low cost, low power, and easily deployable. When combined, they offer numerous advantages over traditional networks, such as a large-scale flexible architecture, high-resolution sensed data, and application adaptive mechanisms.

However, due to their tight integration to the physical world and the unique characteristics we've mentioned, sensor networks pose considerable impediments and make application development nontrivial. A middleware layer is a novel approach to fully meeting the design and implementation challenges of wireless sensor network technologies. Consider WSN middleware as a software infrastructure that glues together the network hardware, operating systems, network stacks, and applications. A complete middleware solution should contain a runtime environment that supports and coordinates multiple applications, and standardized system services such as data aggregation, control and management policies adapting to target applications, and mechanisms to achieve adaptive and efficient system resources use to prolong the sensor network's life.

Some research has surveyed WSNs. Ian Akyildiz and his colleagues focused more on WSN characteristics and challenges.1 Others investigated potential WSN applications2-3 and presented different routing protocols.4 However, none have investigated the current state of research on WSN middleware design and development or provided any previous classification. In this article, we explore relevant middleware projects for WSNs and provide an exhaustive comparative study that expands on our previous work.5 We devised a classification based on the programming approach used and not on the style of communication, as in traditional middleware for distributed systems. This will give you clearer insight to the current and proven ways to tackle issues on WSN middleware design.
Challenges and design principles

Military applications such as target detection, battlefield surveillance, and counterterrorism originally motivated sensor network applications. However, their advantages over traditional networks resulted in many other potential applications, ranging from infrastructure security to industrial sensing—for example, environment and habitat monitoring, healthcare applications, home automation, and traffic control.

The design and development of a successful middleware layer must address many challenges dictated by WSN characteristics on one hand and the applications on the other.

Managing limited power and resources

The advent in microelectronics technology made it possible to design miniaturized devices on the order of one cubic centimeter. Limited in energy and individual resources (such as CPU and memory), these tiny devices could be deployed in hundreds or even thousands in harsh and hostile environments. In cases where physical contact for replacement or maintenance is impossible, wireless media is the only way for remote accessibility. Hence, middleware should provide mechanisms for efficient processor and memory use while enabling lower-power communication. A sensor node should accomplish its three basic operations—sensing, data processing, and communication—without exhausting resources. In energy-aware middleware, for example, most of the device's components (including the radio) are likely turned off most of the time depending on the application.

Scalability, mobility, and dynamic network topology

Scalability is defined as follows: if an application grows, the network should be flexible enough to allow this growth anywhere and anytime without affecting network performance. Efficient middleware services must be capable of maintaining acceptable performance levels as the network grows. Network topology is subject to frequent changes owing to factors such as malfunctioning, device failure, moving obstacles, mobility, and interference. Middleware should support sensor networks' robust operation despite these dynamics by adapting to the changing network environment. Middleware also should support mechanisms for fault tolerance and sensor node self-configuration and self-maintenance.

Heterogeneity

Middleware should provide low-level programming models to meet the major challenge of bridging the gap between hardware technology's raw potential and the necessary broad activities such as reconfiguration, execution, and communication. It should establish system mechanisms that interface to the various types of hardware and networks, supported only by distributed, primitive operating-system abstractions.
Dynamic network organization

Unlike traditional networks, sensor networks must deal with resources that are dynamic, such as energy, bandwidth, and processing power. Sensor networks also must support long-running applications, so routing protocols must be efficiently designed to enable the network to run as long as possible. Because knowledge of the network is essential for it to operate properly, the middleware should provide ad hoc network resource discovery. A sensor node needs to know its location in the network and in the whole network topology. In some cases, self-location by GPS is impossible, unfeasible, or expensive. Important system parameter issues, such as network size and density per square mile, affect the trade-offs among latency, reliability, and energy.

Real-world integration

Most sensor network applications are real-time phenomena, where time and space are extremely important. Hence, middleware should provide real-time services to adapt to the changes and provide consistent data.

Application knowledge

Application knowledge's design principles dictate another important and unique property of WSN middleware. Middleware must include mechanisms for injecting application knowledge of WSN's infrastructure. This lets developers map application communication requirements to network parameters, which enable them to fine-tune network monitoring. Much existing middleware is coupled to specific applications. However, middleware is intended support a wide range of applications. So, developers must explore the trade-offs between the degree of application specificity and middleware generality.

Data aggregation

Most sensor network applications involve nodes that contain redundant data and are located in a specific local region. These traits open the possibility for in-network aggregation of data from different sources, eliminating redundancy and minimizing the number of transmissions to the sink. This aggregation saves considerable energy and resources, given that communications cost is much higher than computation costs. This paradigm shifts the focus from the traditional address-centric approaches for networking to a more data-centric approach.

Quality of service

Quality of service is an overused term with multiple meanings and perspectives from different research and technical communities. In WSNs, we can view QoS from two perspectives: application-specific and network. The former refers to QoS parameters specific to the application, such as sensor node measurement, deployment, and coverage and number of active sensor nodes. The latter refers to...
how the supporting communication network can meet application needs while efficiently using network resources such as bandwidth and power consumption.

Traditional QoS mechanisms used in wired networks aren't adequate for WSNs because of constraints such as resource limitations and dynamic topology. Therefore, middleware should provide new mechanisms to maintain QoS over an extended period and even adjust itself when the required QoS and the state of the application changes. Middleware should be designed based on trade-offs among performance metrics such as network capacity or throughput, data delivery delay, and energy consumption.

Security

WSNs are being widely deployed in domains that involve sensitive information—for example, healthcare and rescue. The untethered and large deployment of WSNs in harsh environments increases their exposure to malicious intrusions and attacks such as denial of service. In addition, the wireless medium facilitates eavesdropping and adversarial packet injection to compromise the network's functioning. All these factors make security extremely important. Furthermore, sensor nodes have limited power and processing resources, so standard security mechanisms, which are heavy in weight and resource consumption, are unsuitable. These challenges increase the need to develop comprehensive and secure solutions that achieve wider protection, while maintaining desirable network performance. Middleware efforts should concentrate on developing and integrating security in the initial phases of software design, hence achieving different security requirements such as confidentiality, authentication, integrity, freshness, and availability.

Classification of middleware approaches for WSN

For this survey, we selected research projects and design principles on the basis of how innovative they are in supplying new concepts and solutions for WSN requirements. Furthermore, we propose a classification based on the programming models they used.

Programming sensor networks raises issues that generally fall into two broad classes: programming support and programming abstractions (see figure 1). The first is concerned with providing systems, services, and runtime mechanisms such as reliable code distribution, safe code execution, and application-specific services. The second refers to the way we view a sensor network and provides concepts and abstractions of sensor nodes and sensor data. Although all subcategories of these two classes differ in their objectives and the way they deal with programming a WSN as a whole, the research is still maturing, so these subcategories might have some desired features in common.
Programming support

In the programming support class, we identify five main subclasses: virtual machine based, modular programming based, database based, application driven, and message-oriented middleware.

**Virtual machine.** This system is flexible and contains virtual machines (VMs), interpreters, and mobile agents. It lets developers write applications in separate, small modules. The system injects and distributes the modules through the network using tailored algorithms, such as overall energy consumption and resource use are minimized. The VM then interprets the modules. This approach, however, suffers from the overhead that the instructions introduce.

*Mate* WSN middleware is among those that use a VM approach as an abstraction layer to implement its operation and tackle the challenges we've mentioned. The project focuses on the need for new programming paradigms to overcome constraints such as limited bandwidth and network activities' large energy draw. Mate proposes a spectrum of reprogrammability, from adjusting simple parameters to uploading complete program updates using a VM. Sending a single bit of data can consume the same energy as executing thousands of instructions to produce that bit of data. The VM can use and support a content-specific routing and reprogramming model.

Mate is a byte code interpreter that runs on TinyOS. TinyOS is the de facto operating system for sensor networks that run on *motes* (small devices with a small CPU and limited storage resources). Written using the NesC language, TinyOS adopts a component-based model to build sensor network applications in an event-driven operating environment. TinyOS binds components statistically and then compiles them to a binary image that's programmed into a sensor node's flash memory. In TinyOS, communication between nodes is based on the active messages paradigm. According to this paradigm, each message contains the ID of a handle to be invoked on the target node and a data payload to pass as an argument.

Mate uses codes broken into capsules of 24 byte-long instructions. This benefits large programs, which are made up of multiple capsules and, thus, easily injected into the network. Mate's key components are the VM, the network, the logger, the hardware, and the boot/scheduler. Using a
synchronous model that begins execution in response to an event such as a packet transmission or a
time out, Mate avoids message buffering and large storage. The synchronous model makes application-
level programming simpler and far less prone to bugs than dealing with asynchronous event
notifications. Another Mate functionality is infection or network updates achieved by adding a version
number to the capsule. So, comparison takes place at the neighbors, followed by installation of the
new version. This process cascades with hop-to-hop communication.

**Magnet** is also in the middleware category that uses a VM. MagnetOS is a power-aware, adaptive
operating system specially designed for sensor and ad hoc networks. It constitutes a layer defined as
Single System Image, which provides a higher abstraction for the heterogeneity of ad hoc networks'
distributed nature. The abstraction lets the whole network appear as a single, unified Java VM.
Following the JVM pattern, the system comprises dynamic and static components. The static
component is responsible for rewriting regular java applications in the form of objects or modules,
which explains MagnetOS's object-oriented nature. Then the component injects them into the network
with special instructions to keep the semantics. At this point, a dynamic runtime component on each
node monitors the object's creation, invocation, and migration, providing different services for
applications.

For performance purposes, MagnetOS runtime provides flexibility for programmers to explicitly
adjust object placement and migration. This lets them reduce network communication by moving
objects closer to data sources, for instance. MagnetOS provides a robust, power-aware algorithm using
object migration of the same application to nodes that are topologically closer together. This
mechanism reduces application energy consumption and increases longevity.

**Modular programming (mobile agents).** The key to this approach is that applications are as
modular as possible to facilitate their injection and distribution through the network using mobile
code. Transmitting small modules consumes considerably less energy than a whole application. For
example, Impala provides mechanisms for network updates that are efficient enough to support
dynamic applications. Its autonomic behavior increases its fault tolerance and network self-
organization. However, the nature of its code instruction doesn't allow hardware heterogeneity, which
makes it unsuitable for devices with limited resources.

The insight for Impala stems from the observation that sensor networks are long running and
autonomous. Impala was specially designed as part of the wildlife-watch project ZebraNet. It proposes
an asynchronous, event-based middleware layer that uses program modules (mobile agents) compiled
into binary instructions then injected into the network. The approach ensures application adaptation
and can automatically discern needed parameter settings or software uses. Programmers can plug in
new protocols at anytime and switch between protocols at will.

The middleware itself is separated into two layers. The upper layer contains all of the ZebraNet
applications and protocols. These applications use various strategies to achieve the common task of
gathering environment information and routing it to a base station. The lower layer contains three
middleware agents: event filter, adapter, and updater. The event filter controls different operations and
initiates processing chains: timer, packet, send, done data, and device events. Armed with the
Application Finite State Machine (AFSM), the adapter agent handles application adaptation on the
basis of different scenarios, such as energy efficiency and other attributes the applications determine. The updater agent is in charge of achieving effective software updates with resource constraints by taking into account trade-offs such as high node mobility, constrained bandwidth, wide range of updates, propagation protocol, and code memory management.

Impala adopts a module-based system with a version number. Each application as a whole also has a version number. Before exchanging software updates, nodes exchange an index of application modules. They then request only the changed modules for transmission, which saves network bandwidth. The system compiles program modules into binary instructions before injecting them into the network. Impala won't link a module to the main program for installation until it receives the whole update.

**Database.** This approach views the whole network as a virtual database system. It provides an easy-to-use interface that lets the user issue queries to the sensor network to extract the data of interest. However, the approach provides only approximate results, and it lacks the support of real-time applications that need the detection of spatio-temporal relationships between events.

*Cougar* introduces a new dimension in middleware research by adopting a database approach in which sensor data are considered a virtual relational database.$^{19}$ Cougar (http://www.cs.cornell.edu/database/cougar) implements WSN management operations in the form of queries, using an SQL-like language. The system defines a sensor database system comprising sensor database and sensor queries. The sensor database, in its turn, contains stored data and sensor data. Cougar represents stored data as relations that include the set of sensors that participate in the sensor database and the sensors' or physical environment's characteristics. Signal-processing functions generate the sensor data, which is represented as time series to facilitate sensor query formulation. Cougar then uses abstract data types with virtual relations to model the signal processing functions. Because object-relational databases support ADT, Cougar represents these signal-processing functions as sequences. An ADT represents all sensors of the same type in the physical world. With algebra operators, the system formulates the sensor queries as SQL-like language with little modifications. To maintain a persistent view of long running queries, Cougar supports such queries using incremental results.

*TinyDB* is a query-processing system for extracting information from a network of sensor devices using TinyOS as an operating system.$^{20}$ As we mentioned, other solutions using TinyOS generally force the user to write embedded C code (NesC) to extract sensor data. However, TinyDB relieves the user from this complexity by providing an easy, SQL-like interface for extracting the data of interest from sensor nodes with limited power and hardware resources.

The queries use simple data manipulation to indicate the type of readings, such as light and temperature, as well as the subset nodes of interest. For that purpose, TinyDB maintains a virtual database table (called SENSORS), where columns contain information such as sensor type, sensor node identifier, and remaining battery power. We can view reading out the sensors at a node as adding a row to SENSORS. Consider the following example: A user wants to report when the average temperature is above 80° F in any room on the third floor of a building sensors that are monitoring. The user inputs the following database query along with the rate at which the sensors are to collect data:
SELECT AVG (temp) FROM sensors WHERE floor = 3 GROUP BY room AVG (temp) > 80F SAMPLE PERIOD 20 seconds

TinyDB uses a controlled-flooding approach to send the queries throughout the network. The system maintains a routing tree (spanning tree) rooted at the end point (usually the user's physical location). Then, in a decentralized approach, every sensor node has its own query processor that processes and aggregates sensor data and maintains all routing information. The parent node closer to the root agrees with its children on a time interval for listening for data from them. The whole process repeats for every period and query.

SINA (System Information Networking Architecture) models the network as massively distributed objects. SINA is cluster-based middleware, and its kernel is based on a spreadsheet database for querying and monitoring. Each logical datasheet comprises cells, and each cell represents a sensor node attribute (in the form of a single value, such as power level and location, or multiple values, such as temperature changes history). Each cell is unique, and each sensor node maintains the whole datasheet. The sensor network as a whole is a collection of datasheets. The spreadsheet approach is the abstraction that allows information management to meet application changes and needs. SINA, then, incorporates two robust mechanisms: hierarchical clustering allowing scalability and energy savings, and an attribute-based naming scheme based on an associative broadcast to manage the spreadsheets. The cells are initiated in a node by requests from other nodes. The nodes make requests in a SQL-like statement. The nodes maintain the cells through four possible approaches: on-demand content retrieval, content coaching, periodic content update, and triggered content update.

DsWare (Data Service Middleware) is a database-like abstraction approach tailored to sensor networks on the basis of event detection. DsWare provides more flexibility by supporting group-based decision-making and reliable data-centric storage. It improves real-time execution performance and aggregated results' reliability and reduces network communication (overhead). DsWare provides applications with services supported by its architecture modules such as data storage, data caching, group management, event detection, data subscription, and scheduling. Like Cougar, DsWare uses an SQL-like language for registering and canceling events.

Application driven. This approach introduces a new dimension in middleware design by supplementing an architecture that reaches the network protocol stack. This will let programmers fine-tune the network on the basis of application requirements—that is, applications will dictate network operations management, providing a QoS advantage. However, the tight coupling with applications might result in specialized, not general purpose, middleware.

Milan's (Middleware Linking Applications and Networks) masterpiece is its focus on high-level concerns by providing an interface that's mainly characterized by applications that actively affect the
Milan lets sensor network applications specify their quality needs and adjusts the network characteristics to increase application lifetime while still meeting those needs. To accomplish that, it receives

- the individual applications' QoS requirements over time and a way to meet these QoS requirements using different sensor combinations,
- the different applications' relative importance to the overall system and the user, and
- the network's available sensors and resources, such as energy and channel bandwidth.

With specialized graphs incorporating state-based changes in application needs, Milan can determine the adequate combination \( F_A \) of sensors satisfying an application's QoS requirements. Then, with its architecture that extends into the network protocols stack and an abstraction layer that lets network-specific plug-ins convert commands to protocol-specific commands, Milan can configure and manage the network. Depending on the application feasible set \( F_A \), the network plug-ins determine which sets of sensor nodes \( F_N \) best meet the requirement, as well as other information such as each node's role. Finally, Milan combines the two constraints to get an overall set of feasible combinations: \( F = F_A \cup F_N \).

**Message-oriented middleware.** Mainly a communication model in a distributed-sensor network, message-oriented middleware uses the publish-subscribe mechanism to facilitate message exchange between nodes and the sink nodes. The strength of this paradigm lies in that it supports asynchronous communication very naturally, allowing a loose coupling between the sender and the receiver. This approach is quite suitable in pervasive environments such as wireless sensor networks, where most applications are based on events.

*Mires* proposes an adaptation of a message-oriented middleware for traditional fixed distributed systems. Mires provides an asynchronous communication model that's suitable for WSN applications, which are event driven in most cases, and has more advantages over the traditional request-reply model. Mires is built on TinyOS using NesC. It adopts a component-based programming model using active messages to implement its publish-subscribe-based communication infrastructure.

Mires' architecture includes a core component (a publish-subscribe service), a routing component, and some additional services, such as data aggregation. The publish-subscribe service coordinates the communication between middleware services. Communication occurs in three phases. First, the nodes in the network advertise their sensed data (topic) through the publish service. Next, Mires routes the advertised messages to the sink, using the multi-hop routing algorithm. Finally, the user application subscribes to topics of interest using only a suitable GUI. The publish-subscribe service also maintains the topics list and the subscribed application to marshal the right topic to the related application. Mires sends only messages referring to subscribed topics, hence reducing the number of transmissions and energy consumption. It includes a data aggregation service that lets the user specify how data will be aggregated and the association between topics of interest and aggregates.
Other approaches. Other middleware research efforts also provide programming support in the sensor network community. However, most of them fall into one of the approaches we've mentioned, and they use similar mechanisms. These efforts include AutoSec, Agilla, Garnet, and SOS.

AutoSec (Automatic Service Composition) is an application-driven middleware framework that focuses on providing support for dynamic service brokering. In a distributed system, this focus allows better resource use. Distributed applications have QoS requirements that programmers can translate into the underlying system-level resources. AutoSec has an architecture that goes deep in the network. It performs resource management and organization in a sensor network by providing the required QoS for applications on per-sensor basis. It does this by choosing a combination of information-collection and resource-provisioning policies from a given set on the basis of user and system needs.

Agilla is Based on Mate and extends that approach by providing mechanisms for better injection of a mobile code into the sensor network to deploy user application. Mobile agents can intelligently move or clone themselves into desired locations based on network changes. This method is more suitable than the flooding mechanisms Mate uses for the same purpose.

Garnet is a middleware framework that focuses on managing data streams as an abstraction within a sensor network. Garnet offers a collection of system services such as receivers, filtering and dispatching services, resource manager, and orphanage.

SOS is considered an operating system specifically designed for motes sensor networks class. However, we judged useful to include it here because it provides some middleware services. Moreover, its kernel includes a sensor API, which makes developing sensor network applications on top of it easy. It's actually a suitable operating system to develop more middleware services for WSN applications. SOS's motivation stems from the need for a general purpose operating system that allows dynamic configurability. This lets programmers dynamically change software modules in sensor nodes after they have deployed and initialized the network.

SOS offers incremental software updates, addition of new software modules, and removal of unnecessary or unused modules. These functions should be done with minimal energy and resources consumption, which is critical in sensor nodes. TinyOS adopts a single system image that's statistically linked at compile time, where there is no kernel mode and user mode. In contrast, SOS adopts a more general-purpose approach by having its architecture composed of a common kernel and dynamic application modules that can be loaded and unloaded at runtime.

Programming abstractions

The programming abstractions class has two main subclasses (see figure 1). The first focuses on the global behavior of a distributed sensor network as a whole—also called macroprogramming. The second deals with the local behavior of the sensor network nodes in a distributed computation.
Global behavior (macroprogramming). This subclass introduces a new and completely different view on how to program sensor networks. Macroprogramming involves programming the sensor network as a whole, rather than writing low-level software to drive individual nodes. The WSN global behavior is programmed at a high-level specification, enabling automatically generated nodal behaviors. This relieves application developers from dealing with low-level concerns at each network node.

Kairos focuses on providing the necessary notions and concepts to design, develop, and implement a macroprogramming model on WSN.28 Kairos allows developers to express a single centralized program (global behavior) into subprograms that can execute on local nodes (nodal behavior). It includes compile time and runtime subsystems, leaving only a small set of programming primitives for the programmer while making transparent the low-level concerns such as the distributed code generation, remote data access and management, and internode program flow coordination. Kairos extends to a programming language by providing three main abstractions:

- a node abstraction for manipulating nodes and lists of nodes,
- a list of one-hop neighbors for tracking the current list of the node's radio neighbors, and
- a remote data-access mechanism to read from variables at named nodes.

Kairos addresses node synchronization in either a loose synchronization or a tight synchronization. Programmers choose the method on the basis of trade-offs between efficiency and overhead.

Local behavior. In most sensor network applications, the focus is more on the nature of the sensed data, which generally involves a group of sensor nodes in a specified region. In region or Hood style, the interest is on a specific location in a sensor network—for example, applications are more likely to ask for a location where the temperature exceeds a certain value, rather than for an individual sensor reading. In data-centric sensor networks, nodes are addressed according to the data produced—for example, detect a target having a shape of "tank" in military applications.

Abstract regions stem from the observation that most sensor network applications involve the cooperation of a group of nodes over which local computation, data aggregation, and communication occur. For example, in the military, tracking a mobile target involves aggregating all sensor readings from nodes near the object to generate accurate information on the characteristics of that target. Based on this observation, abstract regions are a suite of general-purpose communication primitives for WSN that provide addressing, in-network data aggregation, and data sharing and reduction in the network's local regions. This serves an efficient method for energy and bandwidth savings by trading increased local computation for reduced radio communication, which is expensive in terms of energy. For example, consider a sensor network application for determining the boundaries of a region of interest in a network. The best approach is having nearby nodes cooperate and compute the boundaries locally, then communicate the results to the base station. This yields considerable energy savings and less communication overhead than having the base station collect data centrally on each sensor.
Abstract regions support operations such as neighbor discovery, in which sensor nodes discover each other’s enumeration operator to return the set of nodes participating in the region; and data sharing between the nodes in the region and a reduction operator, whose role is to reduce the amount of data shared in a region by performing operations such as \( \text{sum} \), \( \text{max} \), or \( \text{min} \) on the sensors data. Due to the wide range of sensor network applications, Matt Welsh and Geoff Mainland propose various abstract regions implementations: radio and geographic neighborhood, approximate planar mesh, and spanning tree. Each of these implementations is suitable for a subset of sensor networks applications. They have proven successful on University of California, Berkeley, motes running on TinyOS.

EnviroTrack (data-centric)\(^{30}\) is well suited for embedded tracking applications. EnviroTrack adopts a data-centric programming paradigm called attributed-based naming through context labels, where the routing and addressing are based on the requested data’s content rather than the target sensor node’s identity. As with most of the projects, it’s also built on top of TinyOS using compiled NesC programs. Its contribution stems from its convenient, robust interface for application developers geared toward tracking the physical environment. Programmers apply the attributed-based naming by associating user-defined entities (context labels) to real physical targets. With this network-abstraction layer, the programmer declares the environmental characteristics, which define the context label of the object to be tracked. Based on this declaration, all sensor nodes that sense the same declared characteristics (object) are aggregated to track that physical target, such as a car or a fire.

With powerful network-management mechanisms such as lightweight group management and group leader election, EnviroTrack supports the dynamic behavior of the tracked targets, such as mobility. Thus, the system detects and reports any moving target’s presence, which is very useful for environmental watch and military applications. EnviroTrack is one middleware service among a whole set of other middleware services carried out at the University of Virginia under a major initiative in the sensor network community called VigilNet,\(^{31}\) an integrated sensor network system for surveillance missions.

**Other research.** Additional research efforts fit in either category. Recent projects adopting a macroprogramming model include

\[ \bullet \textbf{Regiment}: \text{a demand-driven functional language that takes a sensor network as a whole,}^{32} \]

\[ \bullet \textbf{Abstract Task Graph}: \text{a data-driven programming model incorporating novel extensions for distributed sense-and-respond applications,}^{33} \text{and} \]

\[ \bullet \textbf{Semantic Streams}: \text{a mark-up and declarative query language based on the use of semantic services accessed directly by query specifications.}^{34} \]

Projects adopting a local-nodal-behavior programming model include

\[ \bullet \textbf{Hood}: \text{similar to abstract regions, Hood shows that a neighborhood abstraction of sensor nodes can convey local behaviors adequately.}^{35} \text{and} \]
Generic role assignment: programmers assign individual sensor nodes user-defined roles in an application-specific manner. Due to article length constraints, we left out the implementation details of these projects.

Evaluation framework

Before we evaluate the middleware approaches we've mentioned, we'll first define a framework for evaluation on the basis of the following criteria: heterogeneity, scalability, power awareness, mobility, ease of use, and openness. We've already defined the first four criteria in the first section. Ease of use and openness are also critical in the notion of middleware.

Ease of use

Middleware's abstraction level defines its ease of use. In other words, to what degree does its interface relieve the user from dealing with the complex, low-level APIs of heterogeneous resources by providing an easy-to-use single entity of the whole system? Large-scale sensor network applications usually involve various resource types, which increases the complexity of the code and the programming implementation needed to manage all these heterogeneous resources. For example, environmental monitoring and multimedia involve many heterogeneous resources, including network bandwidth, CPU cycles, memory buffers, and storage. Dealing with this heterogeneity will require abstract resource models to alleviate the complexity of coordinating and adapting these diverse resources. Such models should be uniform and offer a user-friendly interface.

Openness

Openness is the ability to extend and modify the system easily as functional requirements change. Traditional approaches encapsulating and hiding the implementation details result in a "black box" that's difficult to inspect and modify. This should be avoided in middleware design for WSN, where dynamic topology and frequent resource changes are a norm rather than an exception. For example, in devices such as PDA and sensors, which have a limited battery life and limited CPU and memory resources, the system resources should conform to the constraints that the deployment platform and network topology dictate. Resource management in middleware should dynamically adapt to resource availability and other contextual changes. Designing an open middleware prevents stagnation. Standards are essential for open systems and must be continually updated as the environment evolves. Developers must introduce open resource configuration and reconfiguration to achieve the resource-management adaptation that the middleware requires.

Evaluation results

We evaluated each of the middleware by concentrating on how well they meet the framework criteria and the advantages and disadvantages of each approach (see table 1).
Table 1. Approaches to Wireless Sensor Network Middleware.

<table>
<thead>
<tr>
<th>Project</th>
<th>Main features</th>
<th>Power awareness</th>
<th>Openness</th>
<th>Scalability</th>
<th>Mobility</th>
<th>Heterogeneity</th>
<th>Ease of use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Programming support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual-machine-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mate, Univ. California</td>
<td>Uses TinyOS, synchronous, byte code interpreter, mobile active capsules</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Partial</td>
<td>Liquid or none</td>
</tr>
<tr>
<td>Berkeley</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnet, Cornell Univ.</td>
<td>Java virtual machine, single system image, objects migration</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Partial</td>
<td>Full</td>
</tr>
<tr>
<td>Database-based approach</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cougar, Cornell Univ.</td>
<td>Virtual relational database, Abstract Data Types, SQL-like language</td>
<td>Partial</td>
<td>Little or none</td>
<td>Little or none</td>
<td>Little or non</td>
<td>Little or non</td>
<td>Full</td>
</tr>
<tr>
<td>SINA, Univ. Delaware</td>
<td>Spreadsheet database, hierarchical clustering, base naming scheme, SQL-like statement</td>
<td>Full</td>
<td>Little or none</td>
<td>Little or none</td>
<td>Little or none</td>
<td>Little or none</td>
<td>Full</td>
</tr>
<tr>
<td>Institute</td>
<td>Description</td>
<td>Full</td>
<td>Partial</td>
<td>Partial</td>
<td>Little or none</td>
<td>Little or none</td>
<td>Full</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------</td>
<td>---------</td>
<td>---------</td>
<td>----------------</td>
<td>----------------</td>
<td>------</td>
</tr>
<tr>
<td>DsWare, Univ. Virginia</td>
<td>Data service, event detection, SQL-like statement, real-time aspects</td>
<td>Full</td>
<td>Partial</td>
<td>Partial</td>
<td>Little or none</td>
<td>Little or none</td>
<td>Full</td>
</tr>
<tr>
<td>TinyDB, Univ. California Berkeley</td>
<td>Virtual database, SQL-like statement, Semantic Routing Trees</td>
<td>Full</td>
<td>Partial</td>
<td>Partial</td>
<td>Partial</td>
<td>Partial</td>
<td>Full</td>
</tr>
<tr>
<td>Imapala, Princeton Univ.</td>
<td>Mobile agents, binary instructions, asynchronous, Application Finite State Machine, autonomic approach</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Little or none</td>
<td>Full</td>
</tr>
<tr>
<td>Milan, Univ. Rochester</td>
<td>High-level concerns, QoS requirement, network protocol stack</td>
<td>Partial</td>
<td>Full</td>
<td>Full</td>
<td>Little or none</td>
<td>Little or none</td>
<td>Full</td>
</tr>
<tr>
<td>Mires, Univ. Pemambuco</td>
<td>NesC programming, TinyOS, message-oriented, publish-subscribe, asynchronous, active messages</td>
<td>Full</td>
<td>Full</td>
<td>Full</td>
<td>Partial</td>
<td>Partial</td>
<td>Full</td>
</tr>
</tbody>
</table>
Mate aims to provide better interaction and adaptation to the ever-changing nature of sensor networks. It supports openness and scalability by using active messages to update the network protocols and parameters by injecting new capsules. Mate is small and expressive and has concise programs that are resilient to failure. It makes the network dynamic, flexible, and easily reconfigurable. Mate gives a user-land—an interface or a system for a user—supplemented by the VM, hence it supports heterogeneity and provides efficient network and sensor access. Mobility is addressed by using various ad hoc routing protocols and protocol updates. However, in terms of energy power and awareness, Mate is only suitable for sleepy applications that are in low-duty cycle most of the time. For complex applications, it's wasteful because of its instructions' interpretation overhead. Also, in its current state, Mate comprises only architecture and byte codes, making it hard to use. A higher-level language and programming model for application development are needed.
MagnetOS

With its Single System Image, MagnetOS overcomes the heterogeneity of distributed, ad hoc sensor networks by exporting the illusion of the Java VM on a top of distributed sensor networks. Programs are written in a single Java program. The runtime system is then responsible for code partitioning and object placement through the network so the energy consumption is minimized. Supporting openness and scalability, Magnet supplies a dynamic runtime support on each node and service for application monitoring and object creation, invocation, and migration. A suite of ad hoc protocols, such as Ad Hoc On-Demand Distance Vector, provide support for mobility and smart robust object migration policies. Net pull and Net center makes the system more power aware. MagnetOS is quite easy to use, because it stems from a Java implementation. However, it supports only partial heterogeneity, since it uses the Java VM. This factor also introduces a considerable overhead on its instructions, making it unsuitable for motes class sensor networks. A new native Java VM is currently in development.

Impala

Impala provides application adaptation at runtime using a suitable architecture model and ensures security against unfortunate programming errors. The adapter agent assures mobility, openness, and scalability by switching between different protocols and modes of operation depending on the applications and network conditions. Impala uses a novel autonomic approach supplied by the AFSM mechanism to choose and switch between adequate protocols. The key to energy efficiency is for sensor node applications to be as modular as possible to support updates—small mobile agents that introduce only little transmission overhead and energy consumption. However, Impala doesn't support heterogeneity in terms of hardware platforms, since it's being destined to run only on Hewlett-Packard/Compaq iPAQ Pocket PC handhelds running Linux. So, its applications are limited.

Cougar

The Cougar database approach is very suitable for large sensor collections and offers an easy-to-use database query system for different network operations. However, it uses valuable resources to transfer large amounts of raw data from sensor nodes to the database server. The potential risk for communication links failure in a large-scale sensor network makes Cougar's power awareness limited. Also, it falls short in addressing issues such as openness and scalability, nodes mobility, and hardware heterogeneity, since the dynamic nature of large-scale sensor networks poses a problem for the centralized optimizer that Cougar uses to maintain a global knowledge of the network.

TinyDB

The declarative query system is easy to use. The user is relieved form dealing with low-level APIs in the sensor node, where a network is seen as a single entity and the distribution issues are hidden. The middleware uses TinyOS, which offers development tools for heterogeneity. It also includes support for grouped aggregation queries using the aggregation function. This yields considerable bandwidth and energy savings by reducing the amount of data that must be transmitted through the network. However, TinyDB maintains a network-wide structure using a spanning tree, and it sends queries to
all nodes. This yields to some scalability problems since most sensor network applications are local-behavior oriented, where only few nodes are participating at any given time. Openness also is only partially supported because adding a new utility will require modifying the query processor on all sensor nodes. Sensor node mobility partially uses Semantic Rooting Trees (SRTs), but in the event of quick changes, the maintenance cost is too prohibitive.

SINA

In addition to its easy-to-use query-processing database, SINA incorporates two low-level robust mechanisms that offer an advantage over Cougar: a hierarchical clustering of sensors for energy savings, scalability, and some mobility; and an attribute-based naming, making it easy to access sensor data. However, the middleware requires the application layer to provide more services and falls short in full support for openness and hardware heterogeneity. It also maintains a fixed global-network structure, which is unsuitable for scalability and highly dynamic applications.

DsWare

DsWare's interface is similar to conventional database systems, so it's easy to use. It also provides a set of services so that applications don't have to implement their own application data-service. The group management and scheduling components handle stable and dynamic groups of nodes, which either leave or join groups. DsWare can easily tackle failure as long as enough sensors remain in the area to provide valid measurement. Thus, the approach addresses openness and scalability only partially, since highly dynamic applications will require updating the sensor database in each sensor. Furthermore, the middleware includes a data-centric service that processes and aggregates the data and then sends only the result to the sink. This process offers considerable power and bandwidth savings. However, DsWare in its present state doesn't provide solutions for heterogeneity and mobility.

Milan

Milan's application-driven network management is well suited to application adaptation, and it effectively tackles the challenges of openness and scalability. Its easy-to-use approach concentrates on high-level abstractions, selecting the optimal feasible solution and trading off application requirements with network cost—that is, it places emphasis on extending the application's runtime rather than on efficient sensor power use. The middleware uses service-discovery protocols such as Service Discovery Protocol or Service Location Protocol to discover new nodes and notice when nodes become inaccessible. However, because of the tight coupling with the application, the middleware lacks support for operating systems and hardware heterogeneity. In addition, Milan currently doesn't address mobility.

Mires

Mires successfully demonstrates that conventional, easy-to-use message-oriented middleware is applicable in WSN middleware. Its asynchronous communication model uses a publish-subscribe mechanism that confers considerable energy savings. Because Mires is built on top of TinyOS, it
supports hardware heterogeneity and openness. TinyOS's event-based and message-oriented nature makes it a suitable foundation on which to build publish-subscribe middleware. Mires addresses scalability and mobility only partially, since the multi-hop routing protocol that Mires uses doesn't include a resource-discovery mechanism. Furthermore, its impact on the network's overall performance must be evaluated.

**Kairos**

Kairos represents the next step in sensor network programming by adopting a macroprogramming model. At its early stage of development, Kairos doesn't relieve the programmers from having to understand the effect that structuring programs in a particular way has on performance, so it's partially easy to use. Kairos also supports scalability, openness, and power awareness only partially, because applications don't have a full control of the underlying runtime resources for predictability, resource management, and performance. However, it addresses mobility fully, supporting robust mechanisms for node localization and routing.

**Abstract regions**

This approach by itself is only a suite of general-purpose communication primitives for developing middleware services for sensor network applications. It doesn't constitute complete middleware. Therefore, an evaluation based on our framework is impossible. We included this approach to show the potential it offers as a foundation for WSN middleware.

**EnviroTrack**

EnviroTrack is data-centric middleware that uses the popular, easy-to-use object-oriented model. Because its main scope is environmental tracking, mobility is a key concern, which its group membership management module addresses at runtime. The preprocessor module interprets user directives and allows appropriate middleware calls at compile time, fully supporting openness and scalability. The middleware is built on TinyOS, which provides adequate development tools, making it power aware and heterogeneous. However, its performance is based on only a very small-scale implantation at its early development stage. Additionally, EnviroTrack isn't general purpose, because it's specifically designed for environmental tracking applications.

**Conclusion**

Most of the projects we've mentioned are at an early stage, focusing on developing algorithms and components of WSN middleware. The design of a middleware layer for sensor networks that fully meets the challenges is now open to discussion. One primordial issue is to satisfy application QoS requirements while providing a high-level abstraction that addresses sensor node heterogeneity. Another crucial challenge is developing an easy-to-use, expressive programming interface while meeting different sensor network application challenges, such as limited hardware resources and QoS requirements. Middleware using autonomic computing could provide more robustness, reliability, and
self-management. At this point, it's unclear whether successful network management and adequate programming abstractions will stem from the known paradigms of the work we surveyed, or if all-new abstractions and approaches must emerge to specifically meet WSN goals.
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